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Vision as Bayesian inference: analysis by synthesis?
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• proposal for a theory that can deal with the complexity of natural images:
  
  • perception as Bayesian inference
  • analysis by synthesis
perception as inverse inference
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• ambiguity increases with model complexity
• ambiguity increases with model complexity

• but it can be resolved using Bayesian inference
hypothesis space
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hypotheses that explain data well
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hypotheses that explain data well
(a) Feature extraction → Proposals

(b) Synthesis and verification
generative model for natural images
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Scene

Text: $(\zeta_1, L_1, \Theta_1)$

Face: $(\zeta_2, L_2, \Theta_2)$

Background: $(\zeta_3, L_3, \Theta_3)$

$W$
(a) Scene
  - Text: \((\zeta_1, L_1, \Theta_1)\)
  - Face: \((\zeta_2, L_2, \Theta_2)\)
  - Background: \((\zeta_3, L_3, \Theta_3)\)

\[ W \]

\[ I \]
image generation $P(I|W)$
$W$ \quad \text{image generation} \quad P(I|W) \quad \text{argmax } P(W|I)

$I$ \quad \text{parsing}

$W^*$
inference
Data driven Markov Chain Monte Carlo (DDMCMC)
\[ W_1 \]
this is a Markov chain.
$K_i(W_1, W_2) = q_i(W_1, W_2) \ a_i(W_1, W_2)$

Metropolis-Hastings kernel
\[ K_i(W_1, W_2) = q_i(W_1, W_2) \, a_i(W_1, W_2) \]
\[ K_i(W_1, W_2) = q_i(W_1, W_2) a_i(W_1, W_2) \]
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“high-level model”
original image  bottom-up proposals  note the tree-face!
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detection
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• probability distributions over structured representations offer the promise to model natural images

• DDMCMC inference algorithm follows “analysis by synthesis” strategy, which may correspond to forward and backward pathways in the cortex